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ABSTRACT

The purpose of Reflection of Presence is to create a framework for a telepresence environment that intelligently responds and adapts itself to its inhabitants in order to enhance interpersonal communication or collaboration. The metaphor is that of a “magic mirror” in which one not only sees a reflection of oneself, but also reflections of the other remotely-located participants, just as if everyone is standing in the same room looking at each other through a real mirror. Using visual and auditory cues, segmented images of participants are dynamically layered into a single display using varying transparency, position and scale to reflect center of attention and degree of presence. Wireless tangible interfaces allow participants to customize their shared space and collaboratively manipulate and annotate media objects in the background. The system is novel in that it is implemented totally as a set of cooperating scripts instead of through a low-level programming language, enabling rapid experimental changes in the behavior of the prototype.
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1 Introduction

The Object-Based Media group at the MIT Media Laboratory concentrates on harnessing the power of digital processing and analysis to move from traditional waveform-like representations of visual and auditory media toward more semantically and physically meaningful “object-based” representations.[1] We are also interested in examining and understanding what kind of impact these alternative models might have on how we entertain and communicate using electronic media.

This work first led us to embark on several projects exploring how object-based thinking might provide new artistic opportunities in the area of interactive cinema. For example, in one of our productions, The Wallpaper, various elements of a visual and aural scene (humans, chairs, desks, ambient sounds) are recorded and stored separately from each other in a computer and then recombined in real-time during playback according to instructions in a script. Representing the scene in this way allows the creator of this piece to experiment with changing camera angles and shot selection, swapping characters, and modifying acoustical characteristics based on audience interaction in order to express different subjective points of view of the same story. The piece is also responsive to passive circumstances of its delivery, by showing more or fewer cuts and close-ups depending on the size and shape of the viewing window.

In the past, we concentrated on applications involving mostly pre-recorded and heavily pre-processed objects, but the arrival of more powerful processing hardware has allowed us to apply our research to real-time applications involving “live” objects, which led to our interest in teleconferencing and telepresence.
Figure 1: Several frames from a live demonstration of Reflection of Presence with three participants. Each sees himself as though looking into a mirror, but a mirror also occupied by reflections of the others. Documents, images, and other media objects may be placed into the background.

Reflection of Presence is an ongoing project that explores the application of object-based techniques to enhance remote synchronous interpersonal communication and collaboration. Our intent with this project is not to recreate an environment that imitates the feeling of physical face-to-face reality. Rather, we wish to use digital image and audio processing and analysis to create a natural shared communication space that responds intuitively and intelligently to its inhabitants, providing features that enhance and extend natural human communicative abilities. In designing Reflection of Presence, we thought less about building a system that would operate within severe bandwidth or processing constraints and instead focused on issues of how people might ideally communicate electronically if these technological restrictions were lessened.

The metaphor we have chosen to work with in Reflection of Presence is that of a "magic mirror"—a mirror in which you see not only a reflection of yourself, but also the reflections of the other participants in the virtual space just as if they were standing next to you, looking at you through a real mirror, even though they are all in separate remote locations. However, instead of seeing a reflection of your surroundings in this "mirror," you may see images, documents, movies or other pieces of media in the background, placed there by any one of the participants (Figure 1).

Instead of consisting of simple static reflections, the composition of this scene is dynamically changing, utilizing varying transparency, position or scale in order to emphasize or de-emphasize the presence of each participant as determined from visual and auditory cues. In a way, the system tracks not only physical presence but also "stage presence," and uses this information to more intelligently compose the visual display to enhance communication among the participants. The center of attention is made the most prominent figure in the frame while other less active participants fade off into the background. Audio is spatialized
such that if you see someone on your left, then his voice emanates from your left.

We are experimenting with the use of special physical objects that can be tracked by the system to allow participants to interact with and customize the space in simple and intuitive ways—to manipulate documents in the background, control the playback of movies, or annotate the scene as if drawing on the surface of a mirror. Our goal is for the participants to “meet each other, not the system.” [3]

2 Related work

Reflection of Presence combines and builds on many concepts introduced in the work of several other research bodies. The idea of identifying the “center of attention” in a multipoint videoconference can be traced back at least 25 years to a system that uses “voice voting” to automatically switch video from one camera to another in the same conference location so that the current speaker is always seen in close-up to remote viewers.[4] When no one is speaking, a wide-angle camera view of all the participants in a single location is transmitted. A “self view” feature is also provided in which participants have the ability to see the outgoing transmission. The system was mainly designed to eliminate the need for a human technician to track the speaker by manually switching video sources.

Other researchers have presented videoconferences in which all participants appear in the same window. The Personal Presence System demonstrates a videoconference in which each participant has complete and private control over the size and positioning of the other participants’ video streams, similar to a window-based display on a personal computer.[5] People who are considered more or less important can be made larger or smaller by manual manipulation. Keying based on color or brightness is used to mask out the background portions of a video stream. Centralized video bridging hardware was specially designed for this system in order to address processing, bandwidth, and video cross-coding concerns.

CU-SeeMe VR presents a videoconference in which participants appear as live video windows in a three-dimensional virtual space.[6] Again, simple keying may be used to mask out portions of the background of each stream. In contrast to the Personal Presence System which allows one to move other participants around on the screen, the CU-SeeMe environment permits each participant to control only his own navigation through the virtual environment. An extensive point-and-click interface includes, among other things, a map view of the space and a text chat box. Spatialized audio reflects the relative position and orientation of each participant.

The Clearboard system pioneers the notion of seamlessly integrating shared work and interpersonal spaces into a common environment.[7] One participant draws on a large glass board or table and at the same time is able to see an image of the other participant and his drawings “behind” the glass. Polarizing filters and half-mirrored drawing surfaces enable the separation of one participant and his drawings from the projection of that of the other. In the first mockup of Clearboard, participants drew directly on the glass using colored markers, and in a later version, a shared drawing application, TeamPaint, provided the ability for sessions to be stored and recalled. A key concept of the Clearboard system is “gaze awareness” and the ability to track the focus of attention of the other participant.

3 Implementation

Reflection of Presence combines many of the concepts introduced separately in previous works with some of our own innovations to create a shared space with unique social characteristics. Our system is also novel in that it is implemented totally as a set of cooperating scripts, enabling rapid experimental changes in the behavior of and relationship between all of the pieces that make up the prototype.
3.1 Topology

The system employs a “star” topology in which several clients, all running on separate machines in remote locations, connect to a common central server via TCP and UDP. Each client workstation captures audio and video from a single participant. The image of the participant is segmented from his background and transmitted to the server whose job is to combine all of the participants’ images into a single frame for distribution back to the clients. This basic cycle needs to occur in real-time, many times per second, with relatively low lag, and needs to be synchronized with the distributed audio as well. Figure 2 graphically depicts the data connections employed by the system. In our early experiments, a video network was used to distribute the output from the server back to the clients. Our latest version allows the use of multicast motion-JPEG streams.

3.2 Segmentation

In the current prototype of Reflection of Presence, a special background-adaptive luminance/chrominance difference algorithm is utilized to extract the participant from his surroundings. The output of this segmentation process, performed on the client workstation, is a full 8-bit “alpha” channel which enables the server to create very clean-looking compositions. A bounding box operation is also applied on the client in order to avoid sending full-size video frames to the server, and also to track the position of the participant.

Modifying parameters independently on each color channel allows for more flexibility in perfecting the segmentation under different background and lighting conditions. The algorithm is fast and has served us well in our early experiments, but it is imperfect and still requires capturing a background image prior to beginning a conference session and sometimes at several points during a session if the background conditions change radically for some reason. Interrupting an in-progress session in this manner is obviously highly undesirable.

An updated version of this algorithm accounts for small lighting changes by slowly adapting regions of the captured background image, and it enables automatic calibration of the segmentation while the system is in operation. However, since the client workstation is relatively unencumbered compared to the server, we are able to experiment with more complicated segmentation systems. A future version of Reflection of Presence may use a multidimensional analysis of image attributes such as motion, color, and texture coupled with a
Figure 3: The center of attention, as selected by the system through a variety of heuristics, occupies the front layer and appears opaque, while others appear partially transparent in the background.

region-growing scheme, which would not require capturing static background images.

3.3 Audio

After some processing and analysis, the audio stream captured from each client is transmitted directly to each of the other clients in a multicast fashion, bypassing the server. Incoming audio from other clients is mixed and output to speakers or headphones. This approach may not be ideal for perfect audio-video synchronization, but it does prevent each participant from having to listen to a delayed copy of his own voice when speaking. Audio is only transmitted if a participant is speaking or otherwise makes audible noises over a certain threshold, so only a small number of streams need to be mixed at any one point in time. Documents in the background, such as movies, may also generate audio streams that are heard by all participants.

Before transmission, the client audio streams are also spatialized to reflect the position of each participant’s image in the output frame, thereby enhancing a listener’s ability to track the position of a speaker. For example, if one participant physically moves his body to the left, the other participants will hear his voice moving to the left as well. A participant may even move all the way off the area covered by his camera, and his voice will still emanate from the side of the space that he exited from.
3.4 Image composition

The client process listens to how loudly each participant is talking and watches how vigorously each is moving in order to determine whether the participant “wants” to become the center of attention. The server uses this information to decide how to render all of the participants in the output frame (Figure 3). For example, if a participant speaks above a certain loudness or raises a hand, he is brought to the front layer and becomes opaque. If the same participant stops talking and remains still for a few moments, he relinquishes the front layer to the new center of attention and slowly fades into the back layers, becoming partly transparent. If more than one participant wants to be the center of attention, a “first-come-first-served” strategy is employed in which they all appear opaque and are composited in the front layers of the frame, but the first participant who seized the center of attention will retain the very front layer until relinquishing it as described before.

3.5 Interaction

In order to communicate and collaborate more effectively, participants in Reflection of Presence need a way to customize and manipulate objects within the shared space they inhabit. We are currently using a specially-colored hand-held object, usually a small ball, which provides a wireless and tangible means of interacting with the virtual environment. The client workstation watches for the presence of this object and sends the server information about its position relative to the “mirror.”

The colored object serves different purposes depending on the context in which it is used. For example, in one mode of the system, participants may place images or documents originating from a local file system or the World Wide Web into the background of the environment. The colored objects act as “scrolling knobs,” allowing participants to navigate in any direction over a seemingly infinite background plane (Figure 4). Here, the positions of the objects relative to the center of the display window act as vectors controlling the movement of the background. If several objects are visible simultaneously, the vectors obtained from each are added together to determine the motion of the background, creating a situation where participants can either cooperate or compete with each other to accomplish a certain task. With this interface, it is also possible to “grab” a particular document and move it to another location in the background.

Another mode allows participants to make annotations by “painting” onto the background (Figure 5). The colored objects serve as paint brushes, and the proximity of the object to the “mirror” can control either the size of the brush or the opacity of the paint. Different colors are selected by “dipping” the object into a palette displayed at the bottom of the screen. In a variation of this mode, participants may simply use their bodies to paint images into the background.
Figure 5: *In a different mode, the colored objects serve as paint brushes, allowing participants to annotate documents or collaborate on a drawing.*

The system also allows for the playback of pre-recorded video sequences in the background with synchronized audio. In this mode, the colored objects serve as a “shuttle” control. When an object is brought into view, the video pauses. Moving the object left or right rewinds or fast-forwards the video at different rates. Live video sources may also be displayed (Figure 6).

Participants switch between modes by selecting options from an overlay menu that can be invoked at any time by holding the object extremely close to the camera. The entries are highlighted in red as an object is moved around the menu. Selections are made by holding an object steady on a single menu entry for a predetermined amount of time. Before an entry is actually activated, it is highlighted in yellow to signify that the time to activation is near.

3.6 Performance

With 3 participants and full-color 320 by 240 resolution output, our prototype runs reliably between 10 and 15 frames per second with a latency that hovers at approximately 200 milliseconds. However, the performance of the system is highly dependent upon the speed of the processing hardware and network involved and whether or not data compression is performed. Due to the availability of an ATM network in our laboratory, our implementation is more limited by processing power than network bandwidth, and therefore we decided in the prototype not to use compression on most data connections. Clearly an implementation over a more limited network or given dedicated compression/decompression hardware, would compress the video and audio objects.

4 Design environment

One unique aspect of Reflection of Presence is that the entire system is implemented as a set of scripts written in the *Isis* scripting language. Isis is, at its core, a full programming language that is tailored in a number of ways, both in syntax and internal operation, for the development of computationally-demanding responsive multimedia applications. The environment is designed to support various levels of both authoring abstraction and user expertise. Within the same language base, creators may, on one hand, script complex image compositions and behaviors using high-level constructs or, on the other hand, write drivers for in-house sensors and hack low-level system operations. The small yet complete syntax lessens the burden on novices and still allows experienced programmers to take full advantage of their skills. In this respect, the language is well-suited for large collaborative projects.
Having Reflection of Presence scripted entirely in Isis enables a great deal of freedom to experiment with the behavior of the system and see results quickly. Once, just a few hours before an important demonstration, we wanted to add text “labels” that would appear below participants when they spoke to serve as an aid in recalling names. We were able to implement this behavior in a short amount of time simply by adding one additional object to the scene that follows each participant and appears only when the participant is the center of attention. Isis also provides an efficient means for incorporating functions written in C into the core of functionality available in the language. For example, new segmentation algorithms can be prototyped and tested using Isis’s installed image processing routines as building blocks and, once perfected, written directly in C to improve their performance.

5 Future directions

Since we have a high-bandwidth ATM network in our laboratory, we commonly demonstrate Reflection of Presence using full-motion full-color video for all participants, but this is not a necessity. If, for instance, one client lacks video capability due to hardware or bandwidth limitations, then a still image “avatar” of that participant could be shown to the video-equipped sites. This strategy could also be used if a participant needs to use a telephone to enter the space from a remote location where no processing hardware is available. If a client also lacks audio capability, then text or synthesized speech could be rendered. In addition, in the current version, all participants view the same video stream—there is no personalization of the video output for each client. However, experiments are underway to tailor each participant’s video and audio output to correspond to local processing and display capabilities and user preferences.

We are also exploring alternative scenarios in which the system could be applied besides a simple tele-meeting environment. For example, how might the system be used for artistic collaboration by creating shared painting, dancing, or theater spaces? What new forms of expression or storytelling would be enabled? How could the environment be used to collaboratively navigate large databases of information or catalogs of merchandise? How might children play and learn in the space? What new interactive gaming opportunities are afforded by the system? Our focus has been on collaborative environments, but how would the space be altered if the context was competitive, as in a betting or stock trading situation?

Having all participants appear in the same frame instead of as “talking heads” in separate video windows may have powerful psychological effects that we are only beginning to discover and understand. What effect does inhabiting a space together as overlapping image layers have on a sense of community or cohesiveness? What effect does the ability to see yourself in reflection have on the way you communicate with the others?
In what other ways could the relations between individuals and groups be visually portrayed in such a space? These questions will be the subject of further study as the development of the system progresses.
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